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ABSTRACT

A nethod of eliciting an unbiased prediction of an unknown
variable value fromat |east one of a group of forecasters. This
nmet hod of conpensating individual forecasters can be applied to
an entire group of forecasters so as to elicit an unbi ased
collective prediction. The nethod yields nearly unbiased
predictions fromrisk-averse forecasters whenever at |east two
forecasters are enployed to nake the sane prediction. The nethod
i nvol ves: aggregating the predictions of the forecasters, both
with and without the particular prediction of the individual
forecaster; conputing collective |osses for both of the
aggregated predictions; calculating the individual forecaster's
margi nal contribution to predictive accuracy, based on the
difference in collective |osses; and conmputing and payi ng the

i ndi vidual forecaster's conpensation as a function of the

I ndi vidual s margi nal contribution.

21 Clainms, 2 Drawi ng Sheets



Sheet 1 of 2

Negoti ate or otherw se set forth a
nmethod (as in Figure 2) for

det erm ni ng conpensati on of
forecaster i.

Solicit predictions of X from
forecaster i (X/) and from
forecaster(s) other than i (X);

t he conbi ned vector of predictions
s X..

Observe a criterion value, X, for
t he vari abl e bei ng predicted.

Conpute forecaster i's conmpensation
amount (FCA,) as indicated in

Fi gure 2.
Pay anmobunt FCA, to forecaster i as
conpensati on

Figure 1.
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Aggregating the predictions Aggregating the predictions
of all forecasters to obtain of forecasters other than i
a collective prediction, G X,). to obtain a secondary
collective prediction, 4 X,).
6 7
Conputing a collective | oss Conputi ng a secondary
froma | oss function: collective loss froma | oss
L( X, (X)) - function: L(X, G X;))-
8 9

Conputing forecaster i's marginal
contribution:
FN[:IZL(Xa!qxci))_L(xa!qxc))' 10

Conputing forecaster i's
compensati on anmount as a nonotonic
transformation: FCA=MFM).

Go to Step 5.
12

Figure 2.



METHOD OF ELI ClI TI NG UNBI ASED FORECASTS
BY RELATI NG A FORECASTER S PAY
TO THE FORECASTER S CONTRI BUTI ON TO A COLLECTI VE FORECAST

CROSS- REFERENCE TO RELATED APPL| CATI ONS

This application is a continuation of application
Serial Nunmber 08/292,508, filed August 18, 1994 now abandoned,
which is a continuation of application Serial Nunber 08/ 008, 340
filed on January 25, 1993 now abandoned, which is a continuation-
I n-part of application Serial Nunmber 07/841,258, filed February
24, 1992, for A Method of Modtivating Unbi ased Human Predictions,
now abandoned, which in turn is a continuation application of
application Serial Nunber 07/495,772 filed March 19, 1990, also
for A Method of Mbdtivating Unbi ased Human Predictions, now

abandoned.

BACKGROUND OF THE | NVENTI ON

The purpose of the invention is to elicit unbiased
forecasts froma plurality of forecasters by neans of nonetary or
ot her conpensation. Each individual forecaster is conpensated on
the basis of his contribution to the accuracy of a collective
prediction, which is conputed froma plurality of predictions by
I ndi vi dual forecasters. The nethod nay be applied to obtain
nearly unbi ased estinmates or predictions of any variabl e whose
value is currently unknown. Exanples of inportant variables

whose val ue may require forecasting include the expected val ue of

-1-



a firms future profits, the expected price of a comodity, or
t he expected damage that m ght be caused by an environnental
pol | ut ant.

The invention is particularly focused on efficiently
organi zing the cost side of information collection, and even nore
particularly on efficiently notivating and aggregating the
predictions of different forecasters. The information being
collected is informati on about the predictions of different
forecasters. By the usual |aw of di mnishing marginal returns,
after some m ni num anount of information has been coll ected,
further information collection will eventually yield decreasing
mar gi nal benefits. The optinmal anmount of information collection
occurs when the marginal benefit equals the marginal cost within
this range of decreasing nmarginal benefit, unless the optinal
anount is zero.

Each forecaster nust nmake his own subjective prediction
of future events based on his own interpretation of objective
evidence and his own eval uati on of conpeting hypotheses. It is
reasonabl e to suppose that each forecaster has an inportant
contribution to nmake to the accuracy of the collective prediction
of a group of forecasters. The sinplest nmethod of aggregating
predictions is to take a nean of the individual predictions.

This all ows each forecaster to make his own contribution to the
outconme of the collective prediction. |If each submtted forecast
Is equally good in terns of expected accuracy, an unwei ghted nean

IS best. If sonme of the forecaster are better than others, a
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wei ghted nean is better. Oher nethods of aggregation include
taking a nedian or conputing a trimed nean. Cbviously, the
principle of taking neans or otherw se aggregating nunbers is not
new. Wlat is newwl| be the nmethod of conpensating the
forecasters.

How forecasters are conpensated makes a consi derabl e
difference in terns of their incentive to nake accurate
predi ctions. For exanple, suppose we reward forecasters for
predicting close to the actual realized value of a variable and
penal i ze forecasters for predicting far away fromthe actua
value. This would seemthe nost natural way of notivating
forecasters to be accurate. "Proper scoring rules” which
notivate risk-neutral forecasters to provide unbiased forecasts
are basically an elaboration on this intuitive approach.

However, when forecasters are risk averse, the use of proper
scoring rules can result in biased forecasts.

I nstead, the best way of notivating forecasters to nake
unbi ased predictions is to conpare each individual forecast with
the collective forecast and see whet her the individual prediction
has noved the collective prediction towards or away fromthe
actual value of the variable being predicted. If the individual
predi ction has noved the collective prediction towards the actual
val ue, then the forecaster has made a positive contribution and
shoul d be rewarded. |If the individual prediction has noved the
collective prediction away fromthe actual value, then the

forecaster has nade a negative contribution and should be
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penalized. |If desired, the rewards/penalties to the forecaster
can be made proportional to the estimated nmargi nal benefits/harns

caused by the forecaster's prediction.

DESCRI PTI ON OF RELATED ART

Several systens of forecasting and inplied systens of
forecasting are known to the prior art. W shall not discuss
here any system i nvol vi ng supposed psychi c powers,
fortune-telling, or other unsubstantiated forns of divination,
since they are clearly irrelevant to the present invention.

Li kew se, we shall not discuss any particular rational,
scientific, intuitive, or statistical nmethod by which an

I ndi vi dual m ght anal yze data or other evidence to arrive at

| ogi cal predictions. How a forecaster forecasts is of no concern
to the present invention, since the nmethod is only concerned with
provi di ng proper notivation for accurate forecasts. Nor shall we
di scuss nethods of collecting or aggregati ng expert opinions,
such as the Del phi nethod and various mathematical or statistical
nmet hods, which do not concern thensel ves with the probl em of
providing incentives for the elicitation of accurate predictions.

A nmethod for eliciting probabilities, known as a proper
scoring rule, has been nuch discussed in the literature,

I ncluding the foll ow ng:

l. Kadane, Joseph B. and Robert L. Wnkler (1988).
"Separating Probability Elicitations From

Uilities," Journal of the Anerican Statistical
Associ ation, June, vol. 83, no. 402, pp. 357-359;
and
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1. Page, Talbot (1988). "Pivot Mechani sns as a Link
bet ween Probability and Preference Revel ation,”
Journal of Econom c Theory, vol. 44, pp. 43, 45-
46.

A common exanpl e of a proper scoring rule is the Brier rule first
proposed in 1950, which apparently received w despread adoption
by weat her forecasters in the 1960's. Converted to the
term nol ogy of this patent application, the score S is conputed
as S=A-B(X,-X)? where A and B are constants, B>0, X, is an
observati on of the occurrence of an event (X,=1 if event occurs;
X,=0 otherwise), and X, is forecaster i's predicted probability.
It is noteworthy that conpensation froma proper scoring rule is
based solely on a forecaster's own prediction, and not on any
conmpari son of one forecaster's prediction with other forecasters
predictions, as in the present invention.

As an alternative to proper scoring rules, Page (1988,
p. 47) has suggested a "pivot nechanisni for eliciting
probability predictions. This pivot nechani smbases its rewards
on a conpari son between one forecaster's prediction and ot her
forecasters' predictions, though the nethod of conparison appears
considerably different than the nmethod of this application.
Translated to the term nology of this application, the paynent P
to the forecaster is conputed as:

(1-G(X,))A+B, if X=1 and X > X,),

P = B, if X,=1 and X <@ X),
C, if X=0 and X > X, ),
G( X, ) A+C, if X,=0 and X <Q(X,) -



Wiere A, B, C are constants, A>0, X, is the observation of

whet her the event occurred or not, X. is forecaster i's

i
prediction of the probability of the event, and 3 X ) is an
aggregation of other forecasters' predictions of the sane
probability.

Kadane and Wnkler (1988, pp. 360-361) al so discuss the
elicitation of probabilities using prom ssory notes. That is, we
can create a prom ssory note which pays R (R>0) if an event
occurs, and nothing otherwi se. One can then open up a nmarket for
trade in such prom ssory notes. An auctioneer can then adj ust
prices up or down until desired sal es equal desired purchases.
The price, Q which clears the market then inplies a particul ar
probability, QR for the event in question.

As a matter of general know edge, it is commobn practice
in the financial world to trade stocks, bonds, futures, put and
call options, and other financial instrunents in well-organized
financial stock markets. The price at which a financi al
I nstrument trades can be interpreted as an inplicit "prediction"”
concerning its future value. Thus, the price at which a stock
trades is inplicitly a "prediction" of future corporate profits
or dividends. This inplicit prediction results fromthe
I nteraction of stock buyers and stock sellers who each try to
further their own interests in the course of trade. The
I ncentives of traders in markets of this type are not the sane as
the incentives of the nethod of this patent application.

The design of forecasting incentives is also discussed
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in the follow ng two publications by Kent Osband:

I1l. GCsband, Kent Harold (1985). Providing Incentives for
Better Cost Forecasting, Ph.D. D ssertation,
University of California, Berkeley (Ann Arbor, M:
Uni versity Mcrofilnms International); and

V. GOsband, Kent (1989). "Optinmal Forecasting |Incentives,"
Journal of Political Econony, vol. 97, no. 5, pp.
1091-1112.

OCsband (1989) clains to disclose a set of "optima
forecasting incentives.” These incentives (listed on pages
1094-95) apply only when one forecaster is to be hired, whereas
the nethod of this application requires the hiring of at |east
two forecasters. |In Appendix B on page 1111 Gsband states, "The
treatment of conpetition in the text assunes that the planner
ultimately hires only one forecaster.” And, "It renmains an open
qguestion whether splitting investigations [i.e., hiring nore
forecasters] m ght be superior when neasurenents are correl ated
across forecasters.”" Osband (1989) does not address the question
of what an incentive schene mght ook Iike if it were optimal to
hire nore than one forecaster.

Osband's thesis (1985) does discuss the question of
conpensation schenes for two or nore forecasters. The nost
pertinent part of Gsband (1985) is Section 5.5, "Reducing Agency
Costs Through Conpetition," pp. 112-117. 1In equations (5.26),
(5.27), and (5.28), pp. 113-114, Gsbhand di scl oses a conpensati on
scheme for two or nore forecasters. These equations are intended
to indicate the optimal set of contracts for eliciting forecasts

when the | oss function takes the quadratic form
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L(X,, G X.))=c(Q X.)-X,)?% where ¢>0 (p. 89). Since the |oss
function can take many different fornms in general, Osband's
conpensation schene is limted to this special case.

To facilitate interpretation of Gsband's schene, the

following translation of Gsband's notation into ny notation is

of fer ed:
Gsband Lundgr en
v = W= g/ (W; W) &(X,)
W, W X,
Wi, W & Xe)
b, AN(N- 1) z (newWy defined)
R(Y; W) = bhN(N-1) (Y-W')? Z(Q(X)-GQ(X,;))?
R'(;W) = (R Y)Y  (RIGX)) = 2z2(AX)-GX;))
H (Y, x; W) Pi( X, X Xa)
princi pal / pl anner forecast requisitioner
agent forecaster
scoring rule conpensation function

The conpensation schene in (5.27) is based on a
"surplus function," R(e), (which has no direct relationship to a
| oss function) minus the partial derivative, R''(®), of this
surplus function with respect to the forecaster's prediction

(Conpare p. 10 and p. 13, eq. 2.4.). At least superficially,



this schenme has no direct relationship to the conpensati on schene
of the present application, which requires that one | oss function
be subtracted from another |oss function, and does not require
any conputation of derivatives. However, since cal cul ations per
se are not patentable, a nere difference in manner of cal cul ation
Is of no inport for patent purposes, if it can be shown that the
two cal cul ations provide essentially the sane nunbers for
practical application. Hence, it is necessary to explore whether
the cal cul ati ons are equival ent.
Under Osband's schene, equation (5.27) reduces to:

I:)i(xi! Xci! xa)
Z(A(X) -G X)) % - z2( A X:) - A X)) (AX) - Xa)
z[ - G X,) +G( X)) *+2X,G(X;) - 2X.G(X;;) ]

Under the schene of this application, and using

Gsband' s assuned | oss function, equation (6) of this application
reduces to:
Pi(X, X X)) = F + KL(X, QX)) - KL(Xe &(X))
F + ke(A(Xg)-X)? - ke(E(X)-X,)?
= F + ke[ & Xy) % 2X,G( X)) - X)) *+2X,E(X;) ]

It woul d appear that the two cal cul ati ons can be nade

equivalent, if we assune F=0 and k=z/c. However, a nere identity
of calculation is of no inport for patent purposes, if it can be
shown that the calculation is being applied in a different manner
inits practical application.

A point of difference between the two conpensati on

methods is that z is not an arbitrary constant in the Gsband
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met hod. Rather, z=b,hN(N-1), where h is the precision of a
“measurenent” by the forecaster, b, is the cost of a measurenent
by forecaster j, and N = zm is the total nunber of neasurenents
desired by the forecast requisitioner (p. 113). Hence, the
Gsband thesis teaches, or appears to teach, that the forecast
requi sitioner nust performthe further step(s) of ascertaining
the cost of a "neasurenent” by each forecaster, the precision of
t he neasurenents, and the total nunber of nmeasurenents desired.
The Osband thesis does not disclose that these extra steps are
unnecessary.

By contrast, the nmethod of the present application
makes no use of such data collection steps. Wen forecasters are
risk neutral (as Osband assunes, p. 93), k is optimally set equal
to one in the present nethod. The extra data collection steps
appear to provide no extra benefit and do not seem essential.
Consequently, the present nethod i nposes fewer data collection
burdens on the forecast requisitioner.

A second |imtation of the nethod of the OGsband thesis
Is that it assunes that the cost of a "neasurenent” of given
precision is constant for a given forecaster, no nmatter how many
"measurenents” the forecaster takes (pp. 90, 98, 99, 113).
Interpreted literally, the nethod seens to cover only those
forecasts which allow of objective neasurenent and nechani cal
calculation. Allow ng for sone netaphorical |icense, the nethod
m ght be interpreted as covering those forecasts which require

subj ective judgenent, provided that additional units of forecast
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preci sion can be obtained at constant unit cost in terns of the
expenditure of additional units of nental effort. This condition
Is extrenely unlikely to hold in practice, since we would
normal | y expect a nonconstant and variable relationship between
the costs of tine, noney, and effort and the resulting precision
of the forecast. By contrast, the present nethod i nposes no
requi renments concerning the constant or nonconstant nature of the
rel ati onship between costs and forecast precision.

Thirdly, as noted previously, the nmethod of the Gsband
thesis is limted to a particular |oss function, whereas the
present nethod is not limted to particular |oss functions.

Mor eover, the surplus function of p. 113 is not derived by any
direct mat hematical operation upon the quadratic |oss function of
p. 89. Rather, the surplus function is derived via Theorem5. 2
(pp. 114, 99), which is only indirectly related to the quadratic
| oss function on p. 89. It would not be obvious to an econom st
of ordinary skill how (if at all) one could use the Gsband
technique to derive an appropriate surplus function to correspond
with a different | oss function.

Finally, sonme background information on Osband (1985)

m ght be useful in interpreting this publication. Gsband' s
thesis is primarily concerned with identifying, out of the class
of all possible conpensation nethods, those nethods which are
"incentive conpatible" for risk-neutral forecasters. "Incentive
conpati bl e" neans that forecasters have an incentive to issue

honest forecasts. That is, a forecaster has reason to believe
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that an honest forecast will yield higher expected rewards than a
di shonest forecast. Only a small fraction of all possible and
concei vabl e conpensati on systens for forecasters are incentive
conpati bl e.

The conpensation systens identified by this application
are also incentive conpatible for risk-neutral forecasters. The
present application identifies those conpensati on systens which
also tend to yield unbiased predictions fromrisk-averse
forecasters. Only a small fraction of the schenmes which are
I ncentive conpatible for risk-neutral forecasters also have the
quality of yielding (nearly) unbiased predictions from
ri sk-averse forecasters. The present application identifies that
class, which requires that forecasts fromtw or nore forecasters
be solicited and conpared.

As Osband notes (pp. 44-50), any conpensation nethod
which is incentive conpatible for risk-neutral forecasters can be
altered to becone incentive conpatible for risk-averse
forecasters. This requires knowing the forecaster's "utility
function"--the actual extent to which the forecaster is risk
averse. This is not easy to observe. By contrast, the
conpensati on nmethods of this application do not require know edge
of the amount by which the forecaster is risk averse.
Additionally, the two classes of incentive schenes are not
I dentical and (very probably) do not overlap. Only in Chapter 5,
Section 5 (pp. 112-117), does Osband di scuss conpensati on systens

I nvolving two or nore forecasters, as required by the nethod of
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this application

In Chapter 5 (pp. 87-123), OGsband attenpts to identify,
out of the class of all conpensati on nethods which are incentive
conpatible for risk neutral forecasters, that particul ar subcl ass
of methods which elicit optimal |evels of effort from
ri sk-neutral forecasters. Osband nakes no attenpt in this
chapter to identify any subclass of conpensati on nethods that
have any special properties with respect to risk-averse
forecasters. Perhaps coincidentally, these two subcl asses appear
to have certain simlarities, subject to the qualifications and

limtations discussed earlier in this description of related art.

SUMVARY OF THE | NVENTI ON

Statenent of the Probl em

Suppose that the goal of the principal (forecast
requi sitioner) is to obtain an accurate prediction concerning the
future realization of a randomvariable X Suppose further, that
this goal is to be acconplished indirectly, rather than directly,
by hiring a set of agents (forecasters) who will do the actual
forecasting. The problemfor the forecast requisitioner is to
set forth a nethod of conpensation to the forecasters such that
the forecasters have incentive to provide tolerably good
forecasts at a tolerably |l ow cost. For purposes of this problem
we make no assunption that the forecast requisitioner has any

detai |l ed knowl edge of how the forecasters performtheir task.
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When forecasters' predictions differ, there is a need
to aggregate individual predictions to obtain a collective
prediction suitable for further action. A typical nethod of
aggregation mght be to take an average or wei ghted average of
forecasters' predictions, such as an arithnmetic nean or a
geonetric nean. Let X, represent the vector of individual
predictions, X, X,, ..., X, of forecasters 1, 2, ..., n. Suppose
that we have a wel | -defined prediction aggregator function which
yi el ds specific collective predictions when given information
concerning any one or nore predictions from i ndividual
forecasters. Such a prediction aggregator function m ght be
general i zed as foll ows:

QX)) = AXpy X Xay oy X) (1)
Let X, represent the vector of predictions of all forecasters
except forecaster i. X,) is a "secondary collective
prediction,” which would presunmably be issued in the absence of
forecaster i's prediction. That is, the secondary collective
prediction for forecaster i is based on the individual
predictions of all forecasters except for forecaster i. There
are n such secondary collective predictions, one for each of the
n forecasters.

The reason for cal culating the secondary collective
predictions is to allow us to assess the contribution of each
forecaster to the accuracy of the collective prediction. |If the
collective prediction is closer to the actual value of X than the

secondary collective prediction, this neans that the individual
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forecaster has inproved the collective prediction. On the other
hand, if the collective prediction is farther away fromthe
actual value of X than the secondary collective prediction, this
means that the individual forecaster has noved the collective
prediction further anay fromthe ultinmate realization of the
variable X. |If the secondary collective prediction is identical
to the collective prediction, then the forecaster has caused no
change in the collective prediction

Let B(X, d X,)) be the benefits which accrue when G X,)
s the collective prediction of X, while X, is an actual or
estimated value of X which is |ater observed. The |oss function,
L(X,, (X)), tells us the |ost benefits which occur when the
predicted X differs fromits actual val ue:

L(X, A(X)) = B(X,, X) - B(Xa (X)) (2)

The value X, is a "criterion value"--a variable val ue
which is used to judge the accuracy or inaccuracy of forecasters
predi ctions.

A possi bl e goal of the forecast requisitioner is to
mnimze the sumof a) the welfare | oss from erroneous
prediction, L(X,, GX)), plus b) the opportunity costs of
forecaster effort, plus c) the costs of the risk prem a needed to
conpensate risk-averse forecasters for their acceptance of risk.
As an initial sinplification, assune that the opportunity costs
of forecaster effort are already sunk and that the
requi sitioner's goal is sinply to elicit unbiased predictions,

given the information sets already at forecasters' disposal.
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To acconplish this task, the forecast requisitioner
nmust choose a paynent schedule (P) for each forecaster such that
each forecaster is notivated to provide a prediction which
m nimzes the expected |oss, E(L). The paynent schedul e for each
forecaster can be made a function of X, and each X:

P=P, (X, X, X5, X5y ..., X)) =P (X, X, X,;). G ven the paynent schedul e,
each forecaster will choose his prediction to maxi m ze his own
utility, given his owm utility function which we nay presune is
not directly observed by others.

Let f(X,)) be a probability density function which is
based on the conbined information sets of all forecasters. The
optimal collective prediction (G) mnimzes the expected | oss:

E(L) = [7 f(X)L(X, QX)) dX, (3)

Y- o

Choosing G to mnimze E(L) nmeans that the follow ng first-order
condi tion nmust be satisfied:

d_rf(xa)l-(xa,G(Xc))an=0 (4)
dx(X.) .

| deally, we want each forecaster to choose individual predictions
such that the collective prediction tends to satisfy the above

condi ti on.

The VVMP Met hod of Sol ution

The guiding econonmic intuition behind the invention is
that paying forecasters according to their value margi nal product
(VMP) is likely to have good incentive effects in terns of both

attracting the right nunber of forecasters and notivating the
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right level of effort. |If we can accurately nmeasure both the
cost and the expected VMP of each forecaster, then we can hire
forecasters until the cost of an additional forecaster equals his
VMP. This would assure forecasting efficiency on the extensive
margin (optimal nunber of forecasters). Additionally, if we can
observe the VMP of each forecaster, we can conpensate each
forecaster in accordance therewmth. This would assure
forecasting efficiency on the intensive margin (optimal intensity
of effort per forecaster). Despite the unobservability of nental
effort, conpensation according to forecaster VMP assures that
each forecaster will continue to exert nental efforts until the
mar gi nal cost of an extra unit of nental effort equals its
mar gi nal benefit in terns of its expected increase in VM.

Paynment according to VMP requires sone definition and
nmeasurenent of VMP in the field of forecasting. W use here a
proxy for VMP which we call "marginal contribution.” The
mar gi nal contribution asks how the value of a collective forecast
changes, as the prediction of a particular forecaster is either
contributed or withheld. The marginal contribution of forecaster
I (FMC) towards the accuracy of the collective forecast can be
gi ven by the equation:

FMG = B( X, G(X)) - B(X, G( %))
L(Xa AUX;)) - LOX, AX)) (5)

The marginal contribution for a particular forecaster mght well

be positive, zero, or negative, depending on whether X, noves the

coll ective forecast towards or away from X,. Typically, the sum
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of the marginal contributions for all forecasters conbined wll
be positive. Typically, also, the expected marginal contribution
(before observation of X,) of each forecaster would be positive
as well, if we assune that each forecaster has at |east sone
I nformati on of value to contribute to the collective prediction.

Hence, a natural candidate for the pay schedul e of each
forecaster would | ook sonething as foll ows:

Pi( X, X, X)) = F + KL(X,, G(X;)) - KL(X, &%, X)), (6)

where k>O0.

The paynent schedule in (6) is sinply a constant
multiple of the VMP fornmula in equation (5). It remains nowto
test whether this paynment schedul e acconplishes its intended

pur pose.

Testing the Sol ution

This incentive schene can be tested on two types of
situation. In the first situation, all forecasters have
i dentical beliefs concerning the probability distribution of X,.
In the second situation, forecasters have different beliefs or
i nformati on about the probability distribution of X,. Two
propositions can be stated:

Proposition 1: Wen all forecasters have identical

beliefs and informati on sets concerning the probability
distribution of X, the incentive schene in (6), conbined wth an
opti mal prediction aggregator function, yields optinmal individual

and col l ective predictions, regardl ess of whether forecasters are
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risk neutral or risk averse, provided at |east two forecasters
| ssue predictions.

Proposition 2: Wen all forecasters are risk neutral,

the incentive schenme in (6), conbined with an optinmal prediction
aggregator function, yields optinmal collective predictions,
regardl ess of whether or not forecasters have identical beliefs
or information sets about the probability distribution of X,.

We first define an optimal prediction aggregator
function. |If we assune that forecasters issue forecasts
si mul taneously, then each forecaster i is constrained to base his
own forecast X, on his owm infornmation set |;, so that we may
posit the existence of functions X;=X(l,) and X=X, (l,). An
opti mal prediction aggregator function is one which, given that
the predictions of each forecaster are reported in accordance
with the function X(1,), the function G chooses the opti nmal
collective prediction G, given the conbined infornmation sets of
all forecasters.

G = GX(I), X(1,), X(13),...,X,(1,)) (7)

= G(lylylg. .. 1))

An optinmal aggregator function is not necessarily
unique. In addition, optinmality of the aggregator function wll
sonetines require that each forecaster issue a vector of
predictions, rather than a single prediction. It is not
necessary to the practice of the invention that an opti nmal
aggregator function be used. However, use of a nonopti nal

aggregator function may degrade the quality of the collective
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forecasts.

W may assune that each forecaster, indexed by i, has a
utility function in wealth (or income) of U,(W. For convenience
of illustration, assune that the utility function takes the
quadratic form U(W=WCW. This assunption is not essential to
the proofs of Propositions 1 and 2.

For Proposition 1, the forecaster nust choose X, to

maxi m ze his expected utility under the paynent schene:

TU(WHP (X, X, X)) (X)) dX, (8)

o

If the forecaster's utility function is quadratic, this

probl em becones one of maxim zing the integrals:

r [ WHFHKL( X AX:i) ) - KL(Xa GOX5 X)) 1T (%) dX, (9)
+ ['“’ CIWHFHKL( X, G{ X)) - KL(X,, GO%, X)) 17 (X)) dX,

Rearranging ternms, the forecaster nust nmaxim ze:
(W+F) + G(W+F)? (10)
+ k(1+2G (W+F)) J (L(Xa A(X;)) - LOX, AX, X)) F(X) dX,

-

+ KC 7 (L(X GUX)) - LXK GOX L X)) *F (X)) dX,

o

Sol ving the above problemrequires taking partial

derivatives with respect to X, and setting themequal to zero:

“K(1+2C (W+F)) [* (dL/ dQ (dd dX,)f (X)) dX, (11)

Y- o

- 2k*C Jw [L(Xa GUXii)) - LXK A%, X)) ]
» *(dL/ do (dd dX, ) f (X)) dX,

=0
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For our analysis of the first situation, let G be the
optimal prediction fromequation (4). Al forecasters are agreed
that G- is the optimal prediction. Assune further that all rival
forecasters are notivated to suggest G as their prediction, so
that G(X,)=G". Hence, if X;=G properly solves the equation
under these circunstances, then we know that the forecaster has
been properly notivated. If we assune GG, G)=G and substitute
t hese assuned values into (11), the second integral drops out,

and the first-order condition reduces to:
-k(1+2C (W+F)) r(dL/dG)(dG’ dX,))f(X)dX, =0 (12)

From equation (4) this integral equals zero when
X =3 X,;)=G. The second-order condition for utility maxim zation
Is also satisfied, provided forecasters are risk averse (C;<0) or
risk neutral (C=0). Hence, it is a Nash equilibriumfor al
forecasters to choose X,=G*, even if risk-averse. This
proposition is true in general for risk-averse forecasters, and
does not require the assunption of quadratic utility, since a
truthful prediction receives a constant payoff of F while a
non-truthful prediction receives a random payoff with expected
value less than F. At |east when forecasters are agreed
concerning the probability distribution of X, risk aversion does
not bias the forecaster's prediction and the actual extent of
risk aversion is irrelevant to the optimal functioning of this
forecasti ng net hod.

For the nore realistic situation of Proposition 2,
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assune that different forecasters have different opinions about
the probability distribution for the variable X. This |eaves
open the possibility that X, differs fromQX,), and that a
forecaster may have advance awareness of this fact. Suppose that
forecaster predictions differ because they have access to
different (but possibly overlapping) information sets. Each
forecaster i, after observing |I,, must choose X, to maxim ze his

expected utility in the foll ow ng doubl e integral

j‘” [ U (WP (X, X (i) Xa))f(Xll., i) (13)
- V- ( | I| dxa dl ci

f( ) and g( ) are probability density functions
conjectured by forecaster i and conditional on the information

sets indi cated. [ f 1 is a vector, there will be several

ci
integrations to correspond to each of the information variables
of each rival forecaster. W may now ask the question of whether
it is optimal for forecaster i to issue predictions according to
the function X (I;) if he assumes that all other forecasters j
are issuing their predictions according to the functions X;(I;).
If the forecaster's utility function is quadratic, his

probl em becones one of maxim zing the integrals:

(W+F) + C(W+F)? (14)

+ k(1+2C (W+F))
[ I & (1)) LK

-

XI Xc('u)))]
*f (

al |’Ici)g(|ci||') dx dlci

+ k2C| I‘w Jw [L(Xa’G(Xci(Im))) L(Xa’G(XHXc(lm)))]
Yoo - o ( al i Cl)g( C||I ) dx dlCI

Sol ving the above problemrequires taking parti al

derivatives with respect to X, and setting themequal to zero:

-22-



- K(1+2C (W+F)) J [ (dL/ dG) (dd dX,) (15)
Y- *f(xalli’lci)g(lcilli) dxa dlci

+2k*G r J[L(Xa,G(XC.)) L(Xa,G(X.,Xc))](dL/dG)(dG’dX)
V- oo - (xal i CI) g(l CI| I ) dx dl ci

=0

-

Suppose now that forecaster i chooses X; according to
X (1;) so that 4 X, X,;)=G as indicated in (7). W nust now
ascertain whether this choice of X, solves (15). From equation
(4) the first double integral vanishes, but the second double
integral is not necessarily zero in general. Hence, we are
conpl etely assured of unbiased prediction subm ssions from
forecasters under this schene only if C,=0, neaning that
forecasters nust be risk neutral.

If forecasters are risk averse, they will have a
tendency to want to bias their predictions toward the expected or
percei ved val ue of G X;) (which mnimzes risk if G X,) is known
wWith certainty), rather than the requisitioner's preferred val ue
of X which would al so maxi m ze expected forecaster paynent.
However, this bias cannot occur unless the forecaster knows, or
can reasonably infer, the probable direction and magni tude of the
di fference between X, (I;) and ((X;). Wiuen forecasts are offered
si nul t aneously, G X,) does not becone known until after X, has
al ready been submtted, so that the optinal bias may be (near)
zero, because the forecaster's ignorant best guess of (X,) is

that its expected value is near X (I;).

An Exanpl e
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In many practical applications, it will often be a good
approximation of reality to assune that random vari abl es are
normal Iy distributed, that |oss functions are quadratic, and that
conpensation froma particular forecasting task is small relative
to forecaster incone. |In this exanple, assune that forecasters
are risk neutral, that all random vari ables are normally
distributed, and that the |l oss function takes the quadratic form

L(Xo G(X)) = h(X-&X))? h>0 (16)
Since the loss function is quadratic, the optimal prediction is
t he expected value of X,. W set h=1, since it makes no
difference to the qualitative results.

Suppose further that X is the sumof two random
vari abl es, a humanly observable signal, S, and an unpredictable
conponent, E,. Each forecaster observes |;, which is an
observation of S that is clouded by a forecaster-specific error
termE. Each error termis independent of all other error terns
and also of E, and S. The variables are defined or distributed

as foll ows:

X, =S+ E,

|, =S + E

S ~ N0, ¢.%) (17)
E. ~ N(O, 5,9

E. ~ N(O, 1/ ;)
Per haps due to differences in opportunity, effort, or
skill, the expected precision (t;) of each forecaster's forecast

may well be different. In this exanple we assune a) that the
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requi sitioner has no advance know edge of the proper weights to
be attributed to each forecast, and b) does not know how the
various |;'s should be aggregated to determ ne the opti mal
prediction, given the |I,'s. W assunme, however, that the
forecasters thensel ves have the necessary sophistication to
perform both tasks, provided they are properly notivated.
Suppose, therefore, that each forecaster subnmts a prediction
X, and an expected precision, T,, and that the forecast

requi sitioner aggregates predictions in the follow ng

si npl e-m nded way:

AX) = ZTX T, (18)

N
wher e T. = g

¢ i

T;.

The requisitioner sinply takes a wei ghted average of
each prediction X;, based on the submtted weights, T,, of each
forecaster. Assuming the forecasters would be properly notivated
to submt T,=t, as the weight for each forecast, statistica

theory tells us that the optimal G(X_.) is computed as foll ows:

G = 3Bl /o, (19)

where 1, = 3 1 and R = 02 (0241 1,).

G ven the aggregator function in (18), it is sufficient
for unbiasedness that T,=t;, and X,=08I, for all forecasters. Note
that the optinmal X, depends on t.,. Since t,is not known in

advance by each forecaster (though each forecaster may have a
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fair idea of the |likely range), each forecaster would prefer to
make his forecast conditional on T,. Hence, |et each forecaster
submt both the conditional prediction function X,(T) and the
uncondi ti onal weight T,.

Suppose now that the forecast requisitioner provides

the follow ng definitions:

T = 2T, (20)
A X)) = J.Ei X I T

and sets up the follow ng pay schedul e:
P (T, X(T), Tgi, Xii (T), X)) (21)

= (X GX0)) % - (X E(X))?
The pay schedule is equivalent to assum ng F=0 and k=1
I n equation (6) after plugging in the I oss function of equation
(16). It is possible to denonstrate the foll ow ng proposition:

Proposition 3: Under the conditions of (16) and (17),

the definitions of (18) and (20), and the pay schedule of (21),
it is a Nash equilibriumfor a group of risk-neutral forecasters
to submt the weights and prediction functions that would lead to

an optimal collective prediction.

DEFI NI T1 ONS

Nontrivial Function.

A nontrivial function is a function, F(...), which,

given an ex ante probability distribution for all its argunents
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and prior to observing the actual values of the argunents of the
function, there does not exist a value Z such that F(...)=Z with
probability one.

It is assuned throughout this application and the
clains that all aggregator functions, |oss functions, and

nonotonic transformati on functions are nontrivial .

Aggr egat or Functi on.

An aggregator function, G X, X, X;,...X,), IS any
function of the n predictions, X;, X,, X; ... X,. The aggregator
function mght or mght not include additional variables as
argunents (e.g., the values of precision weights submtted by
forecasters). An exanple of an aggregator function is

gl X, X5, Xgy + -2 X)) = WX AWK HW X0+, L L W X, (22)

wher e w+w,+w,+. . . +w,=1.

Secondary Aggr egat or Function.

A secondary aggregator function, G (X, X, ...X,),
relative to the aggregator function, G X, X,,...X), is sinply the
function G applied to the n-1 predictions, X;, X,, X; ... X, but
not including X, as an argunent, provided that the function Gis
still defined after such deletion of one of its argunents. The
secondary aggregator function g, relative to the aggregator
function g in (D1) is

O.( X, X oo X)) = (WKW X+, AW X)) [ (1-w) . (23)
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Responsi ve Aggr egat or Functi on.

A responsi ve aggregator function is an aggregator

function, G X, X, ...X,), such that, for each of its prediction
argunents, X; (i=1, 2, ..., or n), a significant change in X,
wi ||l cause at |east sone change in G X, X,,...X,) for nearly all
reasonabl e values of X, X,, X, ... X,

It is assuned throughout this application and the
clains that all collective predictions and secondary collective

predi ctions are based on responsive aggregator functions.

Mbnot oni ¢ Transformati on Function.

A nmonotonic transformation of a value, Z, is a
transformation according to a function, MZ), such that if Z,>Z,
then M Z,)>MZ,). Exanples of nonotonic transformations are the
Identity transformation, MZ)=Z, and a |linear transfornation,

M Z) =a+bZ, where a is a constant and b is a positive constant.

Loss Functi on.

A loss function, L(X,X,), is any function for a
criterion value, X,, and a predicted value, X, such that

L(x,x)=0 for all x and L(x,y) >0 for all x and all vy.

Criterion Val ue.

A criterion value is a variable value which is used to
judge the accuracy or inaccuracy of forecasters' predictions.

The criterion value can be an actual value of the variable being
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predi cted, or sone proxy value, such as a criterion estimate. |If
the actual value of the variable being predicted is observed
wWithin a reasonable period of tinme, it is natural to use the
actual variable value as the criterion value. Oherwise, it is
necessary to use a proxy. A proxy can be constructed fromfuture
estimates or predictions of the variable in question, or in sone
ot her manner, such as a conposite of future observations and

future predictions or estimtes.

Pr eci si on Wi ght .

A value submtted by a forecaster to the forecast
requi sitioner to be used as a weight on the forecaster's
predi cti on when conputing an aggregati on of forecasters’

predi ctions.

Aggr egat e Preci sion Wi ght .

An aggregation of the precision weights submtted by

one or nore forecasters.

Predi ction Functi on.

A set of predictions or a prediction fornula submtted
by a forecaster, such that the actual prediction submtted for
aggregation purposes is conditional on an aggregate prediction

wei ght as one of its argunents.

Definite Prediction.
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The particular prediction which is selected by the
prediction function, given the selection of a particular val ue

for the aggregate precision weight.

Criterion Prediction.

A criterion prediction is a definite prediction which
I's conputed in a special way froma prediction function.
Generally, a criterion prediction is based on the value which a
prediction function would take on if the aggregate of prediction

wei ghts sunmed to infinity.

Criterion Estimte.

A criterion estimate is a criterion value which is
computed in a special way fromthe predictions of other
forecaster(s). Cenerally, a criterion estinmate is based on an
aggregation of the criterion predictions of one or nore

forecasters.

Conpensati on.

Conpensation refers to the provision of noney or its
equi val ents, financial or real assets, and/or goods or services
capabl e of provision within the natural, physical, or real world.
Fi nes, penalties, and punishnents are a form of negative

conpensati on

Statutory Process.
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Process neans process, art, or nethod. A statutory
process is defined as any use of a statutory process, nachine,
manuf acture, conposition of matter, or material, including use as
a form of conpensation for services rendered. (See definition of

"process” in 35 U.S.C. § 100(b).)

Statutory Conpensation.

Statutory conpensation refers to the provision of any
one or nore of the followng as a formof conpensation: a
statutory process, a nmachine, a manufacture, a conposition of

matter, or a materi al .

Nash Equili brium

A particular set of strategies (e.g., predictions,
prediction weights) for a group of forecasters is a Nash
equilibrium if there is no incentive for any one forecaster
wWithin the group to deviate fromhis strategy. A forecaster w ||
have no incentive to deviate fromhis Nash equilibriumstrategy
I f there exists no other strategy which the forecaster could
pursue whi ch nmakes the forecaster strictly better off (e.qg.
gi ves the forecaster higher expected pay or reduces his risk).

Addi tional benefits and advantages of the present
i nvention will beconme apparent to those skilled in the art to
which this invention relates fromthe subsequent description of
the preferred enbodi nents and the appended clains, taken in

conjunction with the acconpanying draw ngs.
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BRI EF DESCRI PTI ON OF THE DRAW NGS

Figure 1 is a flowhart illustrating the nethod of the
present invention, show ng the steps necessary for a schene of
notivating forecasters through pecuniary incentives;

Figure 2 is an internediate flowhart corresponding to
Box 4 of Figure 1 and show ng the conputational aspect of the
I nvention in determning the anount of a forecaster's

conpensati on

DETAI LED DESCRI PTI ON OF THE | NVENTI ON

Figures 1 and 2 show the | ogical steps involved in
properly notivating a forecaster to provide accurate predictions
of an unknown variable value. The flow charts describe a nethod
by which a single forecaster in a single forecasting group is
notivated to supply accurate predictions. The present invention
wor ks best as a system or conbination in which two or nore
forecasters are each notivated by this nethod.

In a preferred enbodi nent of the invention illustrated
in Figure 1 of the drawings, Step 1 is the reasonable step of
inform ng the forecaster of the nmethod or criteria by which he is
to be conpensated. The anobunts to be paid the forecaster under
each contingency m ght be set forth, on a take it or leave it
basis, by the party (public or private) responsible for
determ ning forecaster conpensation. Alternatively, the anounts
m ght be negotiated with individual forecaster(s) or set out to

bi d anong several forecasters. Typically, a potential forecaster
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will wish to negotiate the anbunts or |evel of conpensation

rat her than the general nature of the contingency basis by which
he is given incentive to provide accurate forecasts. Arguably,
Step 1 is sonmewhat dispensable, since one mght rely on inform
expectation rather than formal agreenment concerning future
conpensation, though this would not be good practice.

Step 2 solicits a prediction (X;) of the unknown
variable value X fromforecaster i. Step 2 also solicits a set
of simlar predictions of the unknown variable value X from at
| east one other forecaster. The vector of predictions of the
ot her forecaster(s) is referred to as X,. The conbined vector
of predictions (X;, X,) is referred to as X..

Step 3 observes a criterion value (X,) for the unknown
vari abl e val ue being predicted. The criterion value nmay be an
actual value of the variable being predicted, or some proxy
val ue, such as a criterion estimate. The criterion value is used
to judge the accuracy of forecasters' predictions.

Step 4 in Figure 1 indicates that the subroutine in
Figure 2 is to be perforned. The details of Step 4 of the
present invention are discussed below in connection with Figure
2.

Step 5 is the final step in the process, w thout which
the forecaster would fail to be properly notivated. The
forecaster nust be paid. At the very |east, the forecaster nust
have a reasonabl e basis for supposing that such conpensation w ||

be forthcom ng.
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Steps 1-5 are steps in a process of notivating
forecasters which may be perfornmed sinultaneously nore than once
With respect to the sanme forecaster. For exanple, the sane
forecaster m ght be asked to make predictions concerning several
different variables. As another exanple, the sane forecast from
a forecaster m ght be conpensated in several different ways.

The nethod of paying forecasters has inportant and
significant effects on the nature and quality of the forecasts
which are initially reported. Bad nethods of conputing
conpensation would yield forecast reports with undesired
properties. The step of collecting forecast data (Step 2) and
the steps of conputing and payi ng forecaster conpensation (Steps
4 and 5) are therefore not unrelated and i ndependent steps.

Rat her, the steps are interrel ated.

Despite the unusual chronol ogical order, it is actually
Steps 4 and 5 (conputing and payi ng conpensation), operating in
conjunction with Step 1 (setting forth conpensati on net hod),
whi ch causes, by neans of a psychol ogi cal process invol ving
expectations, the predictions solicited in Step 2 to be reported
in the precise manner that they are. Another way of saying this
Is that there inportant feedback effects from subsequent steps of
the process onto previous steps of the process. That is, a
change in the conmputation nethod in Step 4 can cause a change in
the prediction values issued in Step 2. Despite the
chronol ogi cal ordering, Step 4 is not causally prior to Step 2,

nor is Step 2 causally prior to Step 4. Step 4 refines or limts
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this process of soliciting forecasts, since a different nethod of
conputi ng paynent can cause elicitation of different prediction
val ues and yield a different set of collective forecasts.

Referring now to Figure 2 of the drawi ngs, we see the
conmput ati onal subroutine indicated by Box 4 in Figure 1. The
arrows in Figure 2 indicate the general order in which steps
shoul d be perfornmed. Steps 6 and 7 need be perforned in no
particul ar order, and can be perfornmed prior to Step 3. Steps 8
and 9 need be perfornmed in no particular order. Steps 6 through
11 are conputational steps. The final conputation in Step 11 is
I nputted as data for Step 5 in Figure 1

O necessity, the steps in the clains are listed in a
particul ar order, though it should be noted that a different
order of certain steps in the clains would yield logically
equi val ent results which are equivalently clainmed and are not
di scl ai ned.

Step 6 aggregates the predictions in Step 2 to obtain a
collective prediction, X,). This aggregation is perfornmed
usi ng an aggregator function.

Step 7 aggregates the predictions of the forecaster(s)
other than forecaster i to obtain a secondary collective
prediction, ((X,). This aggregation is perfornmed using an
aggregator function, which need not be the sane aggregator
function as in Step 6, though it may be. Frequently, it wll be
desirable that this second aggregator function be a secondary

aggregator function of the aggregator function in Step 6.
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Step 8 conputes a value called the "collective |oss.”
The collective loss is conputed froma |oss function,

L(Xa QX)) -

Step 9 conputes a value called the "secondary
collective loss.”™ The secondary collective |loss is conputed
using the sanme loss function as in Step 9, except the secondary
collective loss is dependent upon X, and G(X;) .

Step 10 conmputes forecaster i's marginal contribution,
referred to here as FMC,. This is conputed using the fornula,
FMC =L( X, QX)) - L(X, G(X)) -

Step 11 conmputes forecaster i's conpensation anount,
referred to here as FCA,. This is conputed as a nonotonic
transformation of FMC, using the fornmula: FCA=MFMZ). Normally,
this nonotonic transformation will be the identity
transformation, M 2Z)=Z, or a linear transformation, MZ) =a+tbZ,
b>0.

After Step 11 in Figure 2 is conpleted, the subroutine
exits via Step 12 to Step 5 of Figure 1 in order to pay
conpensati on amount FCA, to forecaster i.

In principle, the invention may be used to obtain
predi cti ons about any variable (either continuous or discrete)
whose value is currently unknown. For exanple, one mght obtain
estimates concerning the probability that it will rain tonorrow
(discrete event) or estinmates concerning the tenperature tonorrow
(continuous variable). In what follows, three serious econonic

applications of potential interest are examned in detail:
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predi cti ons about commodity markets, analysis of environnental

activities, and evaluations of corporate profits.

Application 1: Commodity Markets

There are a variety of reasons why one m ght want
accurate predictions concerning future prices and/or quantities
of commodities (such as grain). Fromthe point of view of
farmers, farnmers would |like to know before they plant what price
they can expect to receive for their harvested crop. |If there is
to be insurance for farners, the insurers (whether public or
private) nust know probable prices and crop yields in various
states and districts. After the crop is harvested, there is the
question of whether the crops should be sold to the public
I mredi ately or placed in storage for sale |ater.

For this exanple we shall consider only the probl em of
predicting prices so farners can plan how nuch to plant. The
hi gher the expected harvest price, the nore crop that farners
will want to plant. Hence, the supply curve prior to planting is
upward sl opi ng. However, once the crop is planted, the harvest
supply is fixed (subject only to weather, etc.). The price of
the harvest crop is determned only by the demand for it, even if
this is a different price than what was expected when the crop
was planted. The actual price may be higher or |ower than what
was expect ed.

An inportant aspect of this problemis that farmers

nmust choose the quantity they will supply prior to know ng the
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actual price at which they can sell. Suppose that farnmers base
their supply decisions on the price predictions of a forecasting
group using nethods described herein, so that the price which
farmers expect equals the predicted price of the forecasting
group. If the actual price which ultimtely devel ops equal s the
predicted price, then the forecasting group has nmade the optinma
prediction and there is no deadwei ght |loss to society. Let this
optimal price and quantity be designated P, and Q,.

Suppose that the forecasting group underpredicts this
optimal price. The predicted price (P,) is therefore Iess than
the optinmal price: P,<P,. The quantity supplied in response (Q,)
to this low predicted price is therefore snmaller than the opti mal
quantity: Q<Q. The intersection of this smaller quantity
supplied with the demand curve neans that the actual price (P,)
must be higher than the optinmal price: P,>P>P,. In the opposite
situation where prices are overpredicted, it can be shown that
P.<P,<P, and Q>Q,. In this exanple it is logical to use the
actual price as the criterion value for the predicted price.

Nei ther the optimal price and quantity nor the
deadwei ght [ oss from erroneous predictions are directly
observabl e enpirically. However, estimtes of the slope or
elasticity of the supply and demand curves can be obtai ned using
wel | - known econonetric techniques of statistical analysis. Gven
knowl edge of the actual and predicted prices and estimates of the
sl ope or elasticity of the supply and demand curves, well-known

econom ¢ theory allows us to estimte the deadweight loss. It is
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| ogical to use the resulting estinmates of deadwei ght |oss as the
| oss function for conputing the margi nal product of each

f orecaster.

Application 2: Environnental Externalities

Environnmental externalities, such as air pollution or
wat er pollution, conme frommany different sources, cone in many
different fornms, and can have a variety of effects. The effects
of different types of em ssion can range fromthe highly toxic to
the relatively harm ess. These effects can conprise danage to
human life or health, damage to animal or plant life, damage to
ecosystens, danage to the ozone |ayer, inconvenient sights or
snells, and other effects. Both the production activities and
the consunption activities of individuals, businesses, and
governnents can be potential sources of pollution.

The typical econom ¢ nmethod recommended for reducing
pollution is to inpose a tax or fee on the source of pollution,
with the tax or fee being proportioned to the estimated damage
caused by the pollution. A pollution tax encourages businesses
and consuners to reduce pollution | evels and pollution harns,
first by encouraging a swwtch to | ess harnful products and
processes, and second by encouragi ng i nvention and i nnovation to
find products and techni ques which cause |ess pollution harm
For any given level of pollution reduction, a pollution tax
enabl es the econony to achieve that reduction in the cheapest

manner possi bl e.
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The virtues of a pollution tax have been expounded
el sewhere and will not be further detailed here. A few obstacles
to inplenenting a pollution tax may be considered. First, the
pol l ution from each individual source nust be nmetered to assess
the appropriate tax on each polluter. |If metering is inpractical
(e.qg., for autonobile pollution), then sonme proxy for the
pol lution nmust be identified and taxed (e.g., engine types,
m | eage, gasoline usage, etc.). Second, the pollution tax | aws
nmust be enforced and pollution tax cheati ng nust be deterred.
Third, an estimate of the damages caused by each type of
pol | utant nmust be nmade, so as to be able to determ ne the
appropriate tax rate for each pollutant.

The present invention can contribute to solving the
second and third probl ens above by hel ping to obtain unbi ased
I nformati on concerning quantities of pollution and the danmages
caused as a result. Although quantities of legal (i.e., reported
and taxed) pollution are presumably easy to conpute, the quantity
of illegal or unreported pollution nust be estinmated. Such
estimates are useful to eval uate the performance of |aw
enforcenent efforts. Estimates of the margi nal danage caused by
each pollutant are necessary to deternmne the optinal tax rate
for each pollutant. It is preferable that these estinates be
obtained with as little bias as possible, with a m ni nrum of
political interference and partisan or special pleading.

The nethod of the present application can be used to

noti vate unbi ased forecasts or estimates of environnental damage.
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The request for forecasts of damage should be specific as to a)
particul ar type of pollutant, b) particular time period of

em ssion, and c) particul ar geographical region of em ssion
source. However, the estimate of environnmental inpacts should

I ncl ude danmages whi ch occur not only within the indicated tine
and space, but outside it as well. Thus, an assessnent of air
pollution emtted in Illinois should include a cal cul ati on of
damages caused to I ndiana. An assessnent of fluorocarbon

em ssions in the year 1994 should include an estinmate of
resulting damages to the ozone |ayer in the years 1995-2010 and
beyond. Al possible inpacts of an environnental em ssion should
be assessed, regardless of their time or place, or |evel of
certainty. Uncertain effects should be judged according to their
| evel of possible severity and weighted by their estinated
probability of occurrence.

To assure that estimates of environnental inpacts wll
be notivated by objective considerations, rather than by
politics, the environnental forecasters chosen for use by the
met hod of this application should be chosen according to such
nonpolitical criteria as education, intelligence, good noral
character, and other indicators of probable conpetence in
forecasting. Additionally, as forecasters build up a record of
forecasts, their ability to predict well or badly can al so be
inferred, and their retention or renoval froma pool of
forecasters can be determ ned on such basis. Since there are

many types of pollutant whose damages nust be estimated, it is
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good that the particular forecasters who are to assess the
probabl e danages froma particul ar pollutant should be randonly
selected froma |l arge, previously determ ned pool of professional
forecasters. The political viewpoint of a forecaster is
irrelevant, unless it is clearly evident that the viewoint would
result in bad faith forecasts.

The estimation of environnental damages is divisible
into two analytically distinct parts. First, there are the
objectively quantifiable physical effects: man-years of human
life | ost, danmages to human heal th, danmages to plant or ani nal
life, sights or snells emtted, etc. Second, there is the
nonetary val ue of such physical damages. Al though noney val ues
are certainly objective once they are determ ned, the translation
of physical danages into noney values has a certain subjective
element. Normally, one woul d suppose that the nonetary values to
be attached to various types of danage would be politically or
judicially determ ned, whereas the actual extent of physical
damages nmay be determ ned by nonpolitical experts. Once the
subj ective conmponent has been determ ned, the translation of
obj ective physical damages into objective noney val ues becones an
exercise in sinple mathematics. For exanple, if it is
professionally forecast that one mllion tons of a particular
chem cal em ssion causes Y nan-years in life lost, and if it is
politically determ ned that a man-year of |ife should be
accounted as having a value of $Z, then the estinmated damage from

lives lost is $YZ
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Finally, even after deciding on the nature of an
obj ective value which forecasters should try to estimate, there
I's one additional difference between the environnenta
application considered here and the commodity price application
consi dered previously. This difference lies in the inability
ever to know precisely the ultimate value of the quantity one is
predicting. |If one tries to predict commodity prices one year in
the future, one learns in one year precisely what those prices
turn out to be. However, with respect to environnental danmages,
one typically never obtains precise information no matter how
much tinme passes hy.

There are two ways by which the environnent al
predictions of particular forecasters mght be judged. The first
way is to use a criterion estimate which is determ ned
cont enpor aneousl y based on the predictions of forecasters who
have issued their predictions sinmultaneously. The second way is
to use a criterion estimate which is determned in the future
based on predictions issued in the future by forecasters
predicting the sanme or simlar variable. These two nethods wl|

be di scussed in turn.

Cont enpor aneous Criterion Estimates

Suppose n forecasters are assigned to provide a
forecast with respect to a vari abl e whose precise value wll
never be observed. An observed value of the variable can

therefore never be used to judge the accuracy of forecasters'
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predictions. In this circunstance, it m ght be supposed that the
predi ctions of one set of forecasters m ght be used to judge the
accuracy of the predictions of another set of forecasters.

Suppose that the n forecasters are divided into two,
nonover | appi ng groups, group A and group B. The criterion
estimate technique set forth beloww |l not work so well if any
attenpt is nade to bring about overl appi ng nmenbership in groups A
and B. On the other hand, there is no problemin failing to
exhaust use of all solicited and avail abl e forecasters between
groups A and B. However, unless there is sone good reason for
omtting use of particular forecasts, it is generally preferable
to make use of all the solicited and avail abl e forecasts.

The predictions in group A can be used to determ ne the
conpensation of forecasters in group B. Simlarly, the
predictions in group B can be used to determ ne the conpensati on
of forecasters in group A. It mght be logical to suppose that
the criterion value for forecasters in group A should sinply be
the collective prediction of the forecasters in group B (and vice
versa). However, this approach will not, in general, provide
appropriate incentives for the two groups of forecasters to
provi de appropriate forecasts.

For exanpl e, suppose o is the unconditional nean of the
random vari abl e X, whereas the value of any particul ar
realization of Xis o+S, where Sis normally distributed with
nmean zero. |If the loss function is quadratic, it is desirable

that the criterion value, X, fulfill the follow ng condition:
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E(X,]S) = o+S. However, the expectation of the collective
prediction for group B, G; is E(G|S) = ot+3;S, where

RBe=0,/ (0,’+1/ 15) and 1z = v, jeB.  Generally speaking, Bg<l
Hence, forecasters will not be notivated to provide an unbi ased
forecast of X=o+S.

Suppose instead that the forecast requisitioner uses a

criterion estimate as the criterion value. Let X, be the
criterion estinmate which is based on predictions fromgroup B.
I deal ly, we want E(Xg|S) = o+S. This can be acconplished if we
were to aggregate the predictions that would be issued if
forecasters assumed tp=«. |If 1g=x, then Bz=0/ (o +1/ =) = 1.
Hence, E(Xgl|S) = otl3;S = o+S = X.  This technique for determ ning
the criterion estimate can therefore be used to notivate unbi ased
predi ctions of X

To use this technique, |let each forecaster submt a set

of precision weights, T,, and a prediction function, X, (T), where

Tis a value which the forecast requisitioner will |ater plug
into a formula. |If the forecast requisitioner wi shes to conpute
a criterion estimate, T is set equal to infinity. |If the

forecast requisitioner wi shes to conpute a collective prediction
or secondary collective prediction, T is set equal to the sum of
i ssued T,"s for the particular group of forecasters from which
the coll ective prediction or secondary collective prediction is
sought .

For exanple, if the nmethod of aggregating predictions

bei ng used by the forecast requisitioner is that of taking
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arithmetic neans, then the criterion estimates for groups A and B

woul d be as foll ows:

|
™
—

Xpe = 2 X(T=) T,/ Ty, jeA where T, = j eA, and (24)

Xge = & X (T==)T,/ T jeB, where Ty = = T,, jeB.

J
The col l ective predictions for groups A and B and for all n
forecasters conbined (group C) would be as foll ows:
G(X) =z X(T=TY T,/ T, ]eA (25)
G(Xg) = = X(T=Tg) T,/ Ts, jeB, and
AX) =3 X(T=T)T;/ T, all j, where Tc =3z T, all j.
For purposes of using the collective forecast (as opposed to
cal cul ating the conpensation of forecasters), it is best to nake
use of X, as the "official" collective forecast, since it is
this forecast which incorporates the information of all the
forecasters.
The secondary col |l ective predictions for groups A and B
woul d be as follows:
If ieA then G Xy) =z X(T=T4) T,/ Ty, jeA |#i, (26)
where T,

z T, jeA |[#i, and

If ieB, then G Xg)

2 X (T=Tg) T,/ Ty, jeB, j#i,
where Ty = 2 T, jeB, j#i.
The pay schedule for any forecaster i in group A can be

conmputed as foll ows:

P(T X (M), Ty Xy (), Xee) (27)
= F + KL(Xge, A Xy)) - KL(Xge, G(Xy)),
wher e k>O0.
Simlarly, the pay schedule for any forecaster i in group B can
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be computed as foll ows:
P(T X (1), Teu X (T), Xpe) (28)
= F + KL(Xpe» A Xg)) - KL(Xp, G(Xg)),
wher e k>O0.

When forecasters are risk averse, this techni que of
using criterion estimates to determ ne forecaster conpensation
can be applied several different tines using several different
groupi ngs of forecasters. An average of the conpensation
conmput ed under each cal cul ation can then be used to calculate the
actual conpensation to the particular forecaster. For exanple,
if there are ten forecasters, the nine forecasters other than i
can be grouped in as many as 510 (2°2) different ways.
Conputi ng an average of conpensation reduces the variance of
conpensation, and would therefore be beneficial in reducing the
risk prema which forecasters would demand in order to enter the
forecasting task.

An additional variation on this nmethod would group al
forecasters other than i into group B to conpute the criterion
estimate and place forecaster i into group A as the only nenber
of group A. Wen this is done, G X,) is either undefined or
arbitrary and ((X;,) is sinply X). (In this instance, we would
normally presume  X)=X, for all X.) Hence, the pay schedule in
equation (27) requires sone nodification. Under this variation,
the pay schedule for forecaster i can be conputed as foll ows:

P(T,, X (T), Xz) = F - KL(Xg, & X)), where k>0. (29)

Al ternatively under this variation, the forecast
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requi sitioner can announce a prespecified value for X, (call it
X, for prelimnary prediction) and conpute the pay schedule as in
(27). The pay schedule for forecaster i would then be conputed
as follows:
P(T, X(T), X,, Xg) (30)
= F + KL(Xge, A X)) - KL(Xge) (X)),
where k>0.
Any |inear conbination of (29) and (30) is possible as well.
This would yield the followi ng type of pay schedule for
forecaster i:
P(T,, Xi(T), X, Xge) (31)
= F + KiL(Xge, A X)) - KoL(Xge, X)),
where k,>0.

Future Criterion Estinmates

Wth respect to estinmates of environnental danmages, it
may be expected or hoped that as nore tinme passes by nore
accurate information and scientific investigation of cause-and
effect relations wll becone available. Hence, although one
never obtains precise know edge of the causal relationships, it
may be expected that know edge inproves in accuracy. Future
knowl edge nmay thus be used to assess the accuracy of present
predictions. One may therefore use future forecasts to help
noti vate accurate contenporaneous predictions by forecasters.

Suppose that forecasters are divided into two

nonover | appi ng groups. G oup C (contenporaneous forecasters)
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give forecasts of a particular variable value at point Cin tine.
G oup F (future forecasters) give forecasts of precisely the sane
variable at point Fin tine, where Fis later than C Goup Cis
conpensat ed based on the criterion estimate of group F. Goup F
observes the collective prediction and other relevant information
provi ded by group C.

For this technique, if the nethod of aggregating
predi ctions being used by the forecast requisitioner is that of
taking arithnetic neans, then the criterion estinmates for groups
C and F woul d be as foll ows:

=35 X(T==)T./ T, jeC, where T
] J c C

I
™
—

j eC, and (32)

Xee = 2 X (T==)T,/ T, jeF, where T = 2 T,, jeF.

]

The coll ective predictions for groups C and F woul d be as

foll ows:
G X) =z X(T=T9T,/T, jeC and (33)
A X) =2 X(T=T) T,/ T, jeF.

The secondary col |l ective predictions for forecaster i in group C

woul d be as follows:
G(Xg) =2 X(T=Tg) T,/ Ty, jeC |#i, (34)
where Tg = 2 T, jeC, |#i.
The pay schedule for any forecaster i in group C can be
conmputed as foll ows:
P(T X (1), Ta, X (), Xee) (35)
= F + KL(Xee, A X5)) - KL(Xeeo GX5, Xg))
wher e k>O0.

The pay schedules for forecasters in group F can be
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|l eft to the discretion of the forecast requisitioner. The pay
schedul es of future forecasters may utilize nmethods outlined in
this application or may be otherw se determ ned.

A possi bl e di sadvantage of this future criterion
estimate technique is that it may not always work properly. It
can be shown in a sinple nodel that if the precision of

addi tional future information (tz) does not exceed the precision

of contenporaneous information ( ty), then expected forecaster pay
of any forecaster in Cwll not be maxim zed if forecasters
predict truthfully. In other words, if X, is influenced too
much by future forecasters' observations of G(Xo or X, then
there is incentive for contenporaneous forecasters to introduce
bias into their forecasts.

Hence, a certain anount of judgenent is needed to
det er mi ne whet her and under what circunstances this technique
shoul d be used. The technique should not be used if it is likely
that t<t.. For instance, if a future estimate of environnental
damages is to be nmade only three weeks after the contenporaneous
estimate, it is unlikely that t>t.. On the other hand, if a
future estimate of environnmental danmages is to be nade severa
years after the contenporaneous estimate, it is nore |ikely that
T>1. The technique should be used only if sufficient tinme has
el apsed for sufficient newinformation to cone to the attention
of forecasters, so that they are not unduly influenced in their
predi ctions by the previous collective forecast.

A possi bl e advantage of the future criterion estimte
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technique relative to the contenporaneous criterion estinate
technique is that it encourages individual forecasters to coll ect
or process additional information that other contenporaneous
forecasters m ght not be collecting or processing. Such
forecasters would have an incentive to set forth their evidence,
anal ysis, or reasoning in ways that the future forecasters can
agree to and accept as part of their future forecast. This

I ncentive would be lacking if conplete reliance were placed on

t he contenporaneous criterion estimte techni que.

Use of a future criterion estimte has both advant ages
and di sadvantages relative to use of a contenporaneous criterion
estimate. It nmay well be that a conbination of the two
techniques in certain situations can bring forth sone of the
advant ages w t hout introducing significant disadvantages. Such a
conmbi nati on can be effectuated by paying forecasters partly based
on the contenporaneous criterion estinmate technique and partly
based on the future criterion estinmate technique. Alternatively,
such a conbi nation can be effectuated by conputing the criterion
val ue as a wei ghted average of a contenporaneous criterion

estimate and a future criterion estimate.

Application 3: Estimating Corporate Profits

Stock traders inplicitly evaluate corporate profits
every tinme they buy and sell stocks. However, fromsociety's
point of view, the main reason for evaluating corporate profits

Is to ensure that corporate nmanagers run their corporations
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efficiently. For this purpose, the main officers of a
corporation and nenbers of the board of directors should be
conpensated on the basis of |long-run expected profitability.
When managers know they will be judged mainly on | ong-term
performance, they are dissuaded fromtaking actions which give a
short-term appearance of increased profitability, but which
actually harmprofits in the | ong run.

Typically, managers will be rewarded | ess than a doll ar
for each dollar of additional profit which a firmearns. For
I nstance, if a firms profits vary by a billion dollars, the
manager's inconme may vary by only a mllion dollars. This occurs
because nmanagers (li ke nost people) are generally risk averse and
al so because they are generally unable to accept unlimted
liabilities for potential |osses. There are other inportant
considerations in the choice of a managerial conpensation
function, but these need not concern us here. Let us assune that
some manageri al conpensation function has been chosen, and
consi der the effects which the possible inaccuracy of forecasting
corporate profits may have on the riskiness of nmanageria
conpensati on

G ven the managerial conpensation function, in which
the size of paynents are nade contingent on estinmated profits,
and given a managerial utility function, we can estinmate the size
of any deadwei ght loss in mspredicting future profits.
Qoviously, if a prediction is perfectly accurate, there is no

deadwei ght loss fromthe prediction itself. However, random
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errors in predicting corporate profits inpose an extra ganble on
managerial inconme which is avoided if prediction is perfectly
accurate. If the manager were risk neutral in inconme, this extra
ganbl e woul d i npose no extra deadwei ght | oss.

Suppose that forecasters, on the basis of information
avail able to them tend to predict that the value of a variable X
(in this case, profits) will be around X;. Since forecaster
opinions differ, the various predictions of X are scattered
around this central value of X;. W can inmagine that the
prediction of each forecaster tends to fall about the nmean X,
plus or mnus sone deviation fromX;,. |[If one could have an
infinite nunber of forecasters, the nmean prediction would be X;.
However, for any finite group of forecasters, the collective
forecast X, is randomy distributed around X;. An increase in
the nunber of forecasters allows for greater accuracy in
observing X;. The standard error of G X, around X; is therefore
smal | er when the forecasting group is |arger.

Let M X) be managerial pay as a function of estimated
profits. MX;) is the managerial pay if X; is accurately
predicted and simlarly UMX;)) is the managerial utility if X
Is accurately predicted. Let e (e=@F X,)-X) be the prediction
error and let g(e) be the probability density function of e. An
ex ante expected deadwei ght | oss nay be estimted as

“ M X +e)g(e)de - M, (36)

-

where M sol ves
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UM) = [F UM X +e))g(e)de. (37)

-

Since the manager is rewarded on the basis of (X,.),
the cl oser (X, approaches to X;, the | ess deadwei ght | oss which
is incurred in paying a risk-averse manager. Although the val ue
X; is never observed by the forecast requisitioner, the standard
error of (G X)-X) is estimble by observing the standard
devi ation of the individual forecasts about the collective
forecast (X-G X)). Hence, the forecast requisitioner is able
to estimate the optimal nunber of forecasters which are needed.
Forecasters should be added to the forecasting group until the
mar gi nal cost of adding a forecaster equals the marginal benefit
fromreduci ng expected deadwei ght | oss. Presumably, the optimal
number of forecasters cannot be determ ned in advance for every
singl e forecast, but experience with prior estimates will allow
the forecast requisitioner to choose the optimal nunber of
forecasters on average.

Since X; is never directly observed, individual
forecasters cannot be rewarded on the basis of their margina
products, which would require know ng whet her X, noves the
col l ective prediction closer or further away from X; than the
secondary collective prediction. |Instead, let the criterion
val ue, X,, be the actual value of a future variable that
forecasters were trying to predict. W may think of X, as being
t he best humanly possible prediction of X, at a given point in

time. X, will differ fromX; on account of new information
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recei ved between the tinme the forecast was made and the tine X,
Is observed. |If the nethod of this application is to be used,
forecasters nust be judged on the basis of sone arbitrary | oss
function relating X, to 3 X,) and (( X;). Each forecaster is then
paid on the basis of whether X, causes (( X,) to be closer or
further away from X, than G(X,) in accordance with how this
affects the arbitrary loss function. It is possible, if desired,
that F and k may be chosen such that the average conpensation of
forecasters is set equal to the average nmargi nal product of
forecasters, though this is not essential to the nethod of this
application.

Because a busi ness corporation nay live for a very |long
time, the ultimate long-run profitability of a corporation can
never be precisely determned prior to its conplete term nation.
One can only nmake estimates of its potential profitability, based
on its past performance and other information. As tinme passes
by, these estimtes about profitability tend to get better and
better, because nore years of actual profitability have been
observed and neasured. Since it is quite possible that a
forecaster may not live | ong enough to see whether his
predi cti ons about long-run profits ultinmately proved correct, we
nmust use sone proxy for long-run profits as the criterion val ue
and ask himto predict future values of that proxy.

A forecaster may be asked to predict, not |ong-run
profits as such, but future predictions of long-run profits. For

exanple, a forecaster m ght be asked to predict the di scounted
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present value (DPV) of a criterion estinmate of corporate equity
value to be predicted five years hence, plus the DPV of dividends
paid during the intervening five years, mnus the DPV of new
equity issued during the intervening five years. Alternatively,
(if distinction between debt and equity paynents is to be
obliterated) the forecaster m ght be asked to predict the DPV of
a criterion estimate of corporate profitability to be predicted
five years hence, plus the DPV of operating profits earned during
the intervening five years, mnus the DPV of new capita

I nvestments during the intervening five years.

We can i magi ne groups of forecasters nmaking predictions
about corporate profitability on a regular basis, with contingent
conpensation for each prediction being conputed and paid five
years after each prediction is made. This can result in |ong
chai ns of predictions about predictions about predictions about
predi cti ons which can be extended indefinitely far into the
future. Since the rewards of each forecaster are based on future
collective predictions, conflict of interest considerations
suggest that no forecaster should be asked to nmake any prediction
upon whi ch conpensation for previous predictions would be based.
Hence, there should be constant turnover of forecasters such that
no forecaster is placed in such a position of conflicting
I nterests concerning his incentives for accurate prediction

Unli ke the stock market, whose predictions are confined
solely to estimating profitability of corporate stock, the nethod

of this application my be used to elicit many types of
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I nformati on about a corporation. One may solicit predictions
concerning corporate profits, sales, outputs, costs, enploynent,
I nvestment, or any other matter for which information is
desirable. One may solicit such information, not nerely about
the corporation as a whole, but about the different plants,

I ndustries, lines of business, nmarkets, or geographical regions
in which the firmis operating. Qoviously, the nore information
which is requested, the nore effort which forecasters nust exert,
and the nore noney which nust be paid to conpensate for that
effort. Highly detailed informati on m ght or m ght not be
desirable, given its extra cost.

One application for which the elicitation of sonewhat
detailed information is desirable is in the cal cul ation of
relative profits (profits relative to an average |evel of profits
for firms in a particular group of firns in the sanme narket or
I ndustry). A formula for calculating relative profit for firmi
(G) is as fol |l ows:

G=m - % wmg, all j, (38)
where » w =1, j#i,
and m; = absolute profit of firmi.

In order to prevent collusion, it may be desirable that
firm managers be rewarded in accordance with relative profits
rat her than absolute profits. This requires sone cal cul ation of
profits of a firmin each industry it does business in, and
conparing these profits with an industry average. |f every firm

did business in only one industry, such a calculation would
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present little problem but sone firns are congl onerates doing
busi ness in several industries. Looking at stock prices only
wi Il not provide us with such di saggregated information about
expected profits in each industry. The nethod of the present
application, however, does allow us to solicit this type of

I nformati on about current and expected future profits of a firm
I n each industry it does business in.

Conpared with the stock market, the nethod of this
application can be a highly efficient nethod of predicting
corporate profits. This is so for several reasons. First, the
i nplied prediction of the stock market is biased downwards
because of investor risk aversion, whereas the present nethod is
unbi ased. Second, in the stock market there can be too nuch
I nformation gathering for private trading purposes relative to
the value of such information in accurately rewardi ng corporate
managenment. Third, such information as is gathered by the stock
market is inefficiently aggregated, since it places no weight on
the opi nions of those traders who refuse to buy a stock because
they believe it is overpriced. The present invention allows
every forecaster's opinion to have at |east sonme weight in a

group prediction: no opinion need be arbitrarily ignored.

Preventi ng Easy Coll usion

The invention as set forth above is potentially
susceptible to a problemof "easy collusion.” This is because

the set of incentives set forth above nakes it profitable for any
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two forecasters to come to a collusive agreenent to submt biased
forecasts to the forecast requisitioner. The collusion is "easy"
because only two forecasters need agree, even if several
forecasters have been hired, and because such an agreenent is
self-enforcing in the sense that once agreed to, the forecasters
have no incentive to cheat on the agreenent. Certain

nodi fications to the invention can elimnate these "easy" or
self-enforcing incentives for collusion, and i ndeed can even
elimnate entirely any incentive for pair-w se coll usion.

When a contenporaneous criterion estinmate is not being
used as the criterion value, easy pair-w se collusion can occur
If two forecasters agree to bias their forecasts in an equal but
opposite manner. Thus, letting B be the agreed-upon bias, and
letting Z and Z be the truthful predictions, forecasters i and
] can cone to the follow ng agreenent: Forecaster i submts
X,=Z;+B/ v, and T,=1;. Forecaster j subnmits X;=Z-B/ 1, and T,=r1,.

As a result of this agreenent, the collective prediction,
A X,) ==T, X /T, remains unchanged, but the expected pay of the
col | uders goes up.

This potential for collusion can be dealt with in a
nunber of ways. First, one can apply traditional antitrust |aws
by threatening to punish any forecaster who colludes. Second,
one may attenpt to keep the identities of forecasters secret from
one another until after forecasts are issued. Third, one can
nodi fy the forecasting incentive schene to increase the incentive

to cheat or even elimnate entirely the incentive for two
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forecasters to collude. This latter can be acconplished by
conpensating forecasters based on collective predictions and
secondary col |l ective predictions which are derived fromonly a
subset of the solicited forecasters.

For forecaster i, let p be the probability that
colluding forecaster j is a nenber of the subset upon which
conpensation for colluding forecaster i is being conputed. On
the assunption that the | oss function takes the quadratic form
L(X,, G X)) = (X,-3F X))? and that k=1 in equation (6), the

i ncentive to collude is:

B p/ t % (1-p)/ t.7] (39)
The incentive to cheat is:

B’(1-p) % 1.2 (40)
|f p=1, there is no incentive to cheat. |If p<t % (t.S+1,°), there
is no incentive for pair-wise collusion. If p>t,% (t.+1,%, then

the ratio of the incentive to cheat over the incentive to collude
I S:
(1-p) /1 [pte’l 6% (1-p)] (41)

Suppose our goal is to elimnate entirely the incentive
for pair-wise collusion. Let n be the nunber of forecasters in
the subset (n>2). This subset includes forecaster i. Let N be
the total nunber of solicited forecasts. |f we assune that al
subm tted precision weights (T,) are of approximately equal size,
and if we further assune that each forecaster j has an equa
probability of being selected to the subset, p=(n-1)/(N-1), then

for any given n>2 it is required that N>2n+2. Alternatively,
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for any N>6, it is allowable for n<N 2-1.

When forecasters are risk averse, this techni que of
usi ng subsets of forecasters to determ ne forecaster conpensation
can be applied several different tines using several different
groupi ngs of forecasters. An average of the conpensation
conmput ed under each cal cul ation can then be used to calculate the
actual conpensation to the particular forecaster. For exanple,

If there are ten forecasters, the nine forecasters other than i
plus forecaster i can be grouped into subsets of four forecasters
Iin as many as 84 (9x8x7/3!) different ways. Conputing an average
of conpensation reduces the variance of conpensation, and would
therefore be beneficial in reducing the risk prem a which
forecasters would demand in order to enter the forecasting task.

When forecasters are being conpensated on the basis of
a contenporaneous criterion estinmate, easy pair-w se collusion
can occur in either of two ways. |If two colluders expect to be
I n the sanme subset, they can agree to bias their forecasts in an
equal but opposite manner. |If two colluders expect to be in
opposite subsets, they can agree to bias their forecasts equally
in the sanme direction. O course, there is no reason why the
forecast requisitioner need tell potential colluders in advance
whi ch subsets they will be assigned to.

For forecaster i, let p be the probability that
colluding forecaster j is a nenber of the sanme subset as
forecaster i, and let (1-p) be the probability that coll uding

forecaster j is a nenber of the opposite subset as forecaster i.
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Let B and B, be the biases introduced into each forecaster's
prediction (conditional on sone finite T), and let C; and C be
the biases introduced into each forecaster's criterion prediction
(prediction conditional on T=e« or T very large). W assune
initially that colluding forecasters can submt prediction
functions in such a manner that the C biases can be set

I ndependently of the B biases.

I f colluding forecasters agree on biases in the
opposite direction, then B;=-B=B and C=-C=cB, where c<0. On
the assunption that the | oss function takes the quadratic form
L(X,, G X)) = (X,-FX))? and that k=1 in equation (6), then
collusion will be self-enforcing if c=-(tg/ ty). The incentive to
col lude is:

pB% 1,7 - (1-p)B% 1,2 - 2(1-p)cB (1,1p) (42)
There is no incentive to collude in the opposite direction if:
¢ > (g tW Pt w4 -(1-p)1/(2-2p) (43)

I f colluding forecasters agree on biases in the sane
direction, then B,=B =B and C=C=cB, where C0. On the
assunption that the |loss function takes the quadratic form
L(X, QX)) = (X,-FX))? and that k=1 in equation (6), then
collusion will be self-enforcing if c=[(1+p)/(1-p)]( tx/ tn). The
I ncentive to collude is:

pB% 147 - (1+3p)B% t,° + 2(1-p)cB% (1,1p) (44)
There is no incentive to collude in the same direction if:
C < (15 1) [1+3p-p( 1 14521/ (2-2p) (45)

The forecast requisitioner can entirely prevent
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I ncentives for pair-w se collusion by enforcing a stable
rel ati onship between ordinary predictions and criterion
predi ctions such that ¢ necessarily falls between the val ues
shown in the inequalities (43) and (45). For exanple, one could
run a wei ghted | east squares regression to determne a |inear
rel ationship between the criterion predictions (X;,) and the
ordinary predictions (X;) of each forecaster: X, = o + BX.

If the conmputed value of B is an acceptable value for c
as indicated by inequalities (39) and (41) and ot her
consi derations, then one may substitute o+RX as the criterion
prediction for each forecaster, prior to conputing the criterion
estimates. |If the conmputed value of B is not an acceptabl e val ue
for ¢, then one may substitute an acceptable value of ¢ for B and
conpute o as a weighted average of X;.-BX, then substitute o+BX
as the criterion prediction for each forecaster, prior to
conmputing the criterion estimates. This procedure of enforcing a
stabl e rel ati onshi p between ordinary predictions and criterion
predi ctions has the effect of preventing colluding forecasters
fromsubmtting prediction functions in such a manner that the C
bi ases can be set independently of the B biases. O her
conput ati onal nethods for achieving the sane effect are easily
| magi ned.

Let n be the nunber of forecasters in the subset of
forecasters which includes forecaster i and let N be the total
nunber of solicited forecasts. Assune that all submtted

preci sion weights (T,) are of approxinmately equal size and that
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each forecaster j has an equal probability of being selected to
the subset containing forecaster i: p=(n-1)/(N1). Suppose our
goal is to elimnate entirely the incentive for pair-w se
col I usi on, when the contenporaneous criterion estinmate techni que
Is being used. W ordinarily want c>1, but |ess than the val ue
i ndicated in inequality (45). This is possible, provided n>2
and N:6.

Wil e the above description constitutes the preferred
enbodi nents of the present invention, it wll be appreciated that
the invention is susceptible to nodification, variation and
change wi thout departing fromthe proper scope and fair neaning
of the acconpanyi ng cl ai ns.

I claim

1. A nethod of soliciting unbiased forecasts of an
unknown variabl e value from an individual forecaster and from one
or nore secondary forecasters, which for said individua
forecaster the nethod conprises the steps of:

a) soliciting a prediction of said unknown
variabl e value fromsaid individual forecaster;

b) soliciting predictions of said unknown
vari abl e value from said secondary forecasters;

C) aggregating the predictions of said
I ndi vi dual forecaster and said secondary forecasters using a
first aggregator function to obtain a collective prediction;

d) aggregating the predictions of said secondary

forecasters using a second aggregator function to obtain a
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secondary coll ective prediction;

e) observing a criterion value for said unknown
vari abl e val ue bei ng predicted;

f) conmputing a collective loss using a | oss
function having said criterion value and said collective
prediction as argunents of said |oss function;

g) conputing a secondary collective |oss using
said loss function with said criterion value and said secondary
collective prediction as argunents of said |oss function;

h) conmputing said individual forecaster's
mar gi nal contribution by subtracting the collective loss fromthe
secondary col |l ective | oss;

1) conmputing said individual forecaster's
conpensati on anount as a nonotonic transformation of said
forecaster's margi nal contribution; and

1) payi ng said individual forecaster
conpensation equal to the value of said individual forecaster's
conpensati on anount.

2. A nethod according to Claim1l in which said
conpensati on consists of statutory conpensati on.

3. A nethod according to Claim1l in which said
conpensati on consi sts of manufactured noney.

4. A nethod according to Claim1l in which said |oss
function i s nonquadratic.

5. A nethod according to Caim1l in which said second

aggregator function is a secondary aggregator function of said
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first aggregator function.

6. A nethod according to Claim1l in which said
criterion value is a future observation of the actual value of
sai d predicted unknown vari abl e val ue.

7. A nethod according to Claim1l in which at | east one
of said secondary forecaster predictions was not solicited in
accordance with the nethod of the present invention

8. A nethod according to Caim1l in which said unknown
variable value is the probability of an event.

9. A nethod according to Claim1l1 in which said unknown
variable value is the price of a commodity.

10. A nmethod according to Caim1l in which said
unknown vari able value is a corporate profit.

11. A nmethod according to Claim1l in which said
unknown vari able value is a relative profit.

12. A nmethod according to Caim1l in which said
unknown vari able value is a quantity of pollutant.

13. A nmethod according to Claim1l in which said
unknown vari abl e value is a damage esti nate.

14. A nmethod according to Claim1l in which said
unknown vari abl e value is an observation of a state of nature.

15. A nethod according to Caiml1l in which Steps a),
b), c¢), and d) conprise the substeps of:

1) soliciting a precision weight fromsaid
I ndi vi dual forecaster

i) soliciting a prediction function from said
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I ndi vi dual forecaster, said prediction function having an
aggregate precision weight as one of its argunents;

iii) soliciting precision weights fromsaid
secondary forecasters;

iv) soliciting prediction functions fromsaid
secondary forecasters, each of said prediction functions having
an aggregate precision weight as one of their argunents;

V) aggregating the precision weights of said
I ndi vi dual forecaster and said secondary forecasters to obtain a
coll ective precision weight;

vi) selecting definite predictions of said
I ndi vi dual forecaster and said secondary forecasters by using
said collective precision weight as an argunent of each of said
prediction functions of said individual forecaster and said
secondary forecasters;

vii) weighting said definite predictions using
sai d precision weights;

Viii) aggregating said weighted definite
predictions using said first aggregator function to obtain a
coll ective prediction;

I X) aggregating the precision weights of said
secondary forecasters to obtain a secondary collective precision
wei ght ;

X) sel ecting secondary definite predictions of
sai d secondary forecasters by using said secondary collective

preci sion weight as an argunent of each of said prediction
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functions of said secondary forecasters;

Xi) weighting said secondary definite predictions
usi ng said precision weights;

Xii) aggregating said weighted secondary definite
predi ctions using said second aggregator function to obtain a
secondary coll ective prediction.

16. A nmethod according to Caim1l in which said
criterion value is determned fromat |east one criterion
esti mat e.

17. A nmethod according to Claim116 [sic, issued patent
Is incorrect] in which the determ nation of said criterion
estimate conprises the substeps of:

1) soliciting precision weights fromone or nore
tertiary forecasters;

ii) soliciting prediction functions fromsaid
tertiary forecasters, each of said prediction functions having an
aggregate precision weight as one of their argunents;

iii) selecting criterion predictions of said
tertiary forecasters by substituting infinity for said aggregate
preci sion weight as said argunent of each of said prediction
functions of said tertiary forecasters;

Iv) weighting said criterion predictions using
sai d precision weights;

V) aggregating said weighted criterion
predictions using a third aggregator function to obtain said

criterion estinmate.
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18. A nethod according to Claim16 in which the
determ nation of said criterion estimate conprises the substeps
of :

1) soliciting precision weights fromone or nore
tertiary forecasters;

i) soliciting prediction functions fromsaid
tertiary forecasters, each of said prediction functions having an
aggregate precision weight as one of their argunents;

1i1i) selecting tertiary definite predictions of
said tertiary forecasters by using a finite aggregate precision
wei ght as said argunent of each of said prediction functions of
said tertiary forecasters;

iv) selecting criterion predictions of said
tertiary forecasters by substituting infinity for said aggregate
preci sion weight as said argunent of each of said prediction
functions of said tertiary forecasters;

V) ascertaining a typical functiona
rel ati onship between said criterion predictions and said tertiary
definite predictions;

vi) if said typical functional relationship does
not fall within an acceptable range that would tend to inhibit
col lusion, then substituting a nore acceptabl e functional
relationship to be used as said typical functional relationship;

Vii) conputing substitute criterion predictions
using said tertiary definite predictions as argunents of said

typi cal functional relationship;
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Viii) wei ghting said substitute criterion
predi ctions using said precision weights;

I X) aggregating said weighted substitute
criterion predictions using a third aggregator function to obtain

said criterion estimte.

19. A nethod of soliciting unbiased forecasts of an
unknown vari abl e value from an individual forecaster and from one
or nore secondary forecasters, which for said individua
forecaster the nethod conprises the steps of:

a) soliciting a prediction of said unknown
vari abl e value fromsaid individual forecaster

b) soliciting criterion predictions of said
unknown vari abl e value from said secondary forecasters;

C) aggregating the criterion predictions of said
secondary forecasters using an aggregator function to obtain a
criterion estinmate of said unknown vari abl e val ue bei ng
predi ct ed;

d) conputing a collective loss using a | oss
function having said criterion estinmate and said individual
prediction as argunents of said |oss function;

e) conmputing said individual forecaster's
mar gi nal contribution by subtracting said collective |loss froma
fixed constant;

f) conmputing said individual forecaster's

conpensati on anount as a nonotonic transformation of said
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forecaster's margi nal contribution; and

g) payi ng said individual forecaster
conpensation equal to the value of said individual forecaster's
conpensati on anount.

20. A nethod of soliciting unbiased forecasts of an
unknown vari abl e value from an individual forecaster and from one
or nore secondary forecasters, which for said individua
forecaster the nethod conprises the steps of:

a) announcing a prelimnary prediction of said
unknown vari abl e val ue;

b) soliciting a prediction of said unknown
vari abl e value fromsaid individual forecaster

c) soliciting criterion predictions of said
unknown vari abl e value from said secondary forecasters;

d) aggregating the criterion predictions of said
secondary forecasters using an aggregator function to obtain a
criterion estinmate of said unknown vari abl e val ue bei ng
predi ct ed;

e) conmputing a collective loss using a | oss
function having said criterion estinmate and sai d individual
prediction as argunents of said |oss function;

f) conputing a secondary collective |oss using
said loss function with said criterion estimate and said
prelimnary prediction as argunents of said | oss function;

g) conmputing said individual forecaster's

mar gi nal contribution by subtracting said collective loss froma
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fi xed constant and addi ng sai d secondary col |l ective |oss

mul ti plied by a nonzero constant;

conpensati on

forecaster's

conpensati on

conpensati on

21.

h) conmputing said individual forecaster's
anount as a nonotonic transformation of said
mar gi nal contribution; and

1) payi ng said individual forecaster
equal to the value of said individual forecaster's
anount .

A nmet hod according to Claim?20 in which said

nonzero constant is one.
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